**Overview**

**Introduction:**

The Idea Concept Paper will identify and focus a research direction in the field of Asynchronous Consensus and Permissionless Systems. Specifically, the research will incorporate the Aleph protocol (Gągol et al., 2019) as the basis of the consensus protocol targeted for improvement to enhance its efficiency and scalability by reducing communication complexity. The paper will address a performance problem with Alephs communication complexity and propose an improvement based on the evaluation and integration of published improved Reliable Broadcast Communications (RBC), replacing Aleph’s merkle tree based RBC with one based on RSA accumulators (Hussein & Al-Gailani, 2022).

The Aleph protocol is important because it is credited to being one of the first asynchronous consensus protocols to operate in a permissionless setting by removing the need of Distributed Key Generation (DKG) and operating without a trusted dealer (Guo et al., 2022). However, performance is throttled by the use of merkle tree based RBC, which becomes resource intensive as the network scales. This is because merkle trees provide cryptographic proofs of data integrity, but require significant computational resources for construction and verification leading to increased latency and reduced throughput in blockchain systems. (Hussein & Al-Gailani, 2022).

To address these issues, this research proposes replacing Aleph's merkle tree based RBC with a more efficient system based on RSA accumulators. RSA accumulators offer a cryptographic alternative that can significantly reduce communication and computational complexity (Reddy, 2021). By integrating RSA accumulator based RBC, the protocol aims to decrease communication complexity, leading to an enhanced performance.

**Objectives**

**Redeploy Original Aleph:**

* **Objective:** Assess the current performance of the Aleph protocol with its existing Merkle Tree-based RBC in various network conditions.
* **Measurement:** Analyze communication complexity, transaction throughput, network latency, and resource utilization under different scenarios.

**Integrate RSA Accumulators:**

* **Objective:** Implement RSA accumulator-based RBC within the Aleph protocol and measure the improvements in communication complexity, latency, and throughput.
* **Measurement:** Quantify the reduction in communication rounds, increase in transaction throughput, and decrease in network latency and resource utilization.

**Compare and Contrast:**

* **Objective:** Conduct a comparative analysis of the Merkle Tree-based and RSA accumulator-based RBC implementations to quantify the effectiveness of the proposed improvement.
* **Measurement:** Perform side-by-side comparisons of performance metrics such as communication complexity, throughput, latency, resource consumption, and communication rounds.

**Scalability Testing:**

* **Objective:** Test the scalability of both the original and the improved Aleph protocol in large-scale network simulations to ensure it can handle increased node participation without significant performance degradation.
* **Measurement:** Evaluate the protocol's performance with varying numbers of nodes and transaction loads, and monitor for any signs of bottlenecks or performance issues.

**Resource Projections:**

**Infrastructure (AWS or school provided)**

* Compute: Utilize AWS EC2 instances for hosting network nodes, consensus algorithms, and other protocol components.
* Storage: Employ AWS S3 buckets or EBS volumes for storing blockchain ledger data, transaction history, and protocol metadata.
* Networking: Utilize AWS VPCs, Route 53 for DNS resolution, and other networking services to manage communication between network nodes.

**Third-Party Libraries or Services for Bandwidth Control:**

* Implement bandwidth control within the protocol codebase using third-party libraries and services such as Apache Traffic Server (ATS), Nginx with Traffic Shaping Module, or libraries like tokio-ratelimit for Rust.
* Utilize AWS services like Amazon CloudFront or AWS Global Accelerator for content delivery and bandwidth optimization.

**Monitoring and Management Tools:**

* Implement monitoring and management tools such as AWS CloudWatch, AWS Config, and AWS Systems Manager for monitoring resource utilization, performance metrics, and automated management of deployed resources.
* Use third-party monitoring solutions for additional insights into network health, performance, and security.

**Automation with Ansible and AWS CDK**

* **Infrastructure as Code:** Define and deploy AWS infrastructure using AWS CDK, enabling version control and reproducibility.
* **Resource Management:** Use AWS CDK to model and provision compute resources (EC2 instances), storage solutions (S3, EBS), and networking configurations (VPCs, Route 53).
* **Deployment Automation:** Use Ansible playbooks to automate the provisioning and configuration of AWS EC2 instances, VPCs, S3 buckets, and other infrastructure components.
* **Configuration Management:** Manage the installation and configuration of third-party libraries for bandwidth control, monitoring tools, and security settings using Ansible.

**Milestones and Deliverables**

**Scheduled completions**

**Milestone 1: Approval for Dissertation Research (ISEC885)**

Scheduled Completion: [2024]

Deliverable:

* Approval documentation and research proposal outlining the objectives, methodology, and significance of the research project.

**Milestone 2: Redeploy Aleph on AWS and Measure (ISEC901 - 1)**

Scheduled Completion: [2025]

Deliverable:

* Redeployment of Aleph protocol on AWS infrastructure.
* Measurement of communication complexity and performance metrics or the original Aleph protocol.

**Milestone 3: Redeploy Aleph with RSA Accumulators and Measure (ISEC901 - 2)**

Scheduled Completion: [2026]

Deliverable:

* Implementation of RSA accumulators into the Aleph protocol.
* Redeployment of the modified Aleph protocol on AWS infrastructure.
* Measurement of communication complexity and performance metrics of the modified Aleph protocol with RSA accumulators.

**Milestone 4: Compare and Contrast and Write Dissertation (ISEC901 - 3)**

Scheduled Completion: [2026-2027]

Deliverable:

* Comparative analysis between the original Aleph protocol and the modified version with RSA accumulators.
* Dissertation document detailing the research methodology, findings, conclusions, and implications.
* Presentation of dissertation findings and defense.
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